2012 Technical Issues
This is a collection of notes sifted from all the 2012 event reports and personal notes.
Field Issues

Field setup
Venue Internet access sometimes had IP conflicts or incompatibilities. Using an intermediary router bypassed the problem. Sometimes the DAPs did duty as regular switches or routers for the A/V crew, too.

First events for fields could mean missing field components, miswired scoring counters, etc. All the things that get shaken out the first time it gets used.

Ball counters got out of alignment during shipping and had to be re-aligned. Always caught by field test during setup.

Too many APs in a venue (> 120) will fill up the available memory in the DAP-1522 and prevent it from listing, thus connecting to, the field team SSID. Handled by FIRST HQ monitoring with an AirTight and negotiating with the venue to close down excess APs or reduce the power of neighboring APs, and locally by FTA closing down rogue team APs. The AirTight can also force APs to close down as a last resort. In venues where shutting down enough APs isn’t possible (FLR, Orlando, DC) the backup plan if APs can’t be shutdown is to use a different model radio where FIRST has access to the firmware code to remove unnecessary services and the device has more memory available to list APs- 3 sets of 6 to rotate through the teams on the field, teams just off the field, and teams queued for the next match. Mostly handled during field setup and at the beginning of the competition days when teams poured into the arena and started working.
Week 1/2 AP power supply POE overheating inside the Scorpion case. Switched to an external power supply. Symptom was the AP rebooting itself.
Week 2 changed the design of the under-bridge ramps to help the balls roll out from under.

SCC won’t boot properly. Fixed by resetting, rather than cycling cabinet power. Reset by disconnecting/reconnecting the large yellow connector at the very top of the cabinet, outside the enclosure.
The Kinect computers were hibernating, changed “hibernate when plugged in” to 30,000 minutes.

KVM switch not working. Connected mouse, keyboard, printer, backup thumb drive directly to server through the ports or using a usb hub.

Broken SCE port on the SCC caused intermittent connection to one end of the field, just switched to spare port and repatched inside the SCC case.
Scan converter not powering up properly to supply A/V. Switched to pass-through port with a VGA coupler borrowed from the A/V folks to connect what was the converter input to the pass-through. Then A/V took it and returned a CRT display for us to use.
Damaged parts from previous events and wear & tear, e.g., damaged cables, sensors, field elements.

Bridge sensors and the plate that presses them out of alignment. 

Lost power supplies for the pit notebook.

Pit display via wireless would drop and stop refreshing. Hardwired Ethernet was more dependable. Wireless solution was to manually refresh every once in a while.

Some FCUI’s had very dim LED displays.

Some broken field components required welding, etc. Any work or modifications to the field must be authorized by the lead FTA at HQ beforehand. Refitting runs a high risk of not fitting the connecting field pieces.
Field play
A few cracking under bridge ball returns required reinforcement at the bend from robots driving onto and damaging them.

Field AP not updating team numbers, therefore not connecting to the team. Usual fix is to backout of pre-Start and redo. Extreme cases might need to power cycle the AP. Check when one or all robots cannot connect. Easily seen through the AirTight/ InSider/smart phone app if the proper SSIDs are broadcasting. SSIDs would usually be the default 1-6.
Pit Display sometimes gets confused by this and needs a restart.
FMS to PLC communication failure didn’t affect scorekeeping. An FMS message pops up that connect is lost. It just meant the PLC had to be manually logged into to extract the scores, before rebooting the PLC to reconnect.
FMS getting the ball counts, but the audience scoring screen not updating the displayed score. Scores are good, but to fix the audience screen need to exit FMS and restart after the match score is committed.
DS showing “FMS Connected”, but FMS not seeing the DS. Usual fix was to exit and restart the DS.
Shorted/damaged bridge lights usually due to robots smashing into the bridges. Reroute and tape up bridge cords to avoid entanglement with robots that ramp far up under the bridge.

Balance switches damaged or the bridge plate gets shifted by robot smashing into it. Redundant switches covered it usually and just rocking the bridge shifted the plates back into place, so when the robots went to balance it sort of fixed itself.

Multiple balls getting stuck in the nets during autonomous had to have the scoring double-checked to be sure it was recorded correctly. Any balls bouncing out due to the ball jam might require a match halt.

Field crew/media people walking through active Kinect areas.

Any potential match replays must be authorized solely by Bill Miller.
Field Comm system interaction

Driver Station shows connected to FMS, but FMS doesn’t know about it

Solved by Exiting and restarting the Driver Station application

Overly high bandwidth consumption by unrestricted camera wielding robots. Needed more realistic fps, resolution, and compression to reduce network traffic.
Dashboard using port that’s disabled while connected to the field (no ports are disabled in stand-alone use in the pits or at home).

Rare occasions (once or twice over whole event) where the robot radios all suddenly began having connection issues in the middle of a match. They seemed to suddenly start interfering with one another. Easy to see and stop the match, because the field monitor showing every robot connection begins strobing randomly. Simply stopping and restarting the match made it go away. Wasn’t related to DAP firmware version as it happened will all 1.21 versions on the field. Probably due to high bandwidth consumption causing momentary congestion that then drove up packet collisions and retransmits for all robots.

Radio would link up to the field then drop after ~ a minute, repeat.
Robot Control System/Power issues

Low battery causes cRIO/radio to lose power or just motors to cut out (quicker stop & start symptom).

High trip times: 1) poor radio placement, 2) DS CPU maxed out, 3) cRIO CPU maxed out, 4) DS running other applications/OS services that take control at inopportune times, 5) cRIO user code is locking itself out.

If Ethernet packets are sent to the cRIO, but no task is actively reading them, then eventually the cRIO will stop responding to any Ethernet traffic. Use a polling system from the cRIO or a starting message of some kind.

Laggy control response most common causes:
· Overloaded Driver Station CPU utilization

· Overloaded cRIO CPU utilization
· Code issue
Robot works fine tethered, but metallic dust inside the cRIO kept it from connecting to the field. Cleaning out the cRIO fixed the problem. Although a rare one, this or a variation of it seems to happen about 1% of the time. Only happens on the original cRIO’s, not the FRC II versions which now have a conformal coating to protect against it.

Incorrectly wired 37-pin ribbon cables shipped in the KOP caused unusual control issues.

Bad Digital Sidecars (loss of control outputs), bad Power Distribution Panels (dirty power feed to radio, camera, & cRIO), bad 12v/5v converters (radio reboots)
Poor radio placement shielded by metal framing or located near electronic noise sources: CIMs, 12v/5v converters, battery, speed controllers, PDP. Unshielded Ethernet cables bundled with power cables or running through noise sources. All causing RF interference.

Several reports of teams failing to connect to the field or connecting intermittently that were eventually traced by process of elimination to bad power from the Power Distribution Panel. Replacing the PDP made the problems go away after replacing all other components in the power path did not help.

Intermittent short on a PDP branch circuit caused the protected 24v output to drop to battery voltage with attendant cRIO reboots. A cRIO FRC II would be a little more resistant in that it operates down to a battery voltage of 9v.

One cRIO intermittent connectivity with Imaging Tool ended up fixed by moving the cRIO & Ethernet cables away from close proximity to PDP.
Possible field team SSID interference from the team’s programming laptops constantly attempting to connect to the SSID (even without the WPA key) hosted by the field AP. Even when the laptop was asleep it attempted a connection once a minute.
Metal debris and bolts dropped into the cRIO chassis shorting out bare module connection pins.

Cameras set at full fps and no or little compression. Sucks up field bandwidth.
CAN

CAN issues. User code not handling Jaguar power brown outs and associated loss of PID and mode settings. Bad cabling/termination dropping some or all of the Jaguar chain. Overloaded traffic using the serial connection rather than a higher rate 2CAN, cannot control as many Jags with the slower serial port than the Ethernet-based 2CAN. Cannot poll or send commands as frequently across the serial connection. 

CAN use in Autonomous has the risk of being terminated mid-command that will screw-up subsequent attempts to use CAN in Teleop mode.

CAN: 3 or 4 Jags supportable via serial, 7 supportable via 2CAN

CAN cables running next to noise sources. CAN cables that were too long.

DAP-1522

DAP-1522 Rev. B hardware models showed up for the first time. They could not be set by the Radio Kiosk, but could be set manually. Otherwise, they worked fine.

Radio causes all transit times to jump by an order of magnitude
Bad power from the 12v/5v converter caused flaky radio performance and radio reboots.

Frequently associated with v1.4 of the DAP-1522 firmware, the transit times are 5-6ms, then jump to 50-60ms with all robots randomly losing/regaining field connection. V1.4 did run just fine for many teams though, so it’s a more complex combination of factors.

Radio reboots itself within 30 seconds of boot completion. Possibly caused by interference from another robot radio

Radios not powered correctly from the protected 12v, through the 12v/5v converter. ~15% of teams at events had this problem.
Radio Kiosk was unable to program radios if teams had set the Subnet Mask to 255.255.255.0.  Resetting the Subnet Mask to 255.0.0.0 allowed the kiosk to connect and program the radio successfully.

Radio Kiosk would not work with new DAP-1522 H/W Rev. B radios. Those radios had to be set by hand, but seemed to work fine.

Radio not in Bridge mode.
Bandwidth possible issues. One team can affect the others around it by causing excess collisions and sucking up all available field bandwidth.

Some jamming issues may have been resolved by reverting to firmware v 1.21 (for h/w ver A, NOT ver B which needs firmware ver 2.0 or 2.01)

Radio booting, connecting to the field and FMS, then rebooting itself 30 seconds later. Seemed to be related to interference by particular other team radios on the field.
Some failure or intermittent connecting radios were solved by switching to a loaner DAP. Suspected to be damaged team DAPs. One h/w Rev A2 (purchased overseas) would not connect to the field, but worked fine otherwise. Replacement did not exhibit any issues, so suspect the DAP was sub-par somehow, but not truly solved.

Radios mounted close to noise sources or with unshielded cabling running close to noise sources had high trip times, trouble connecting and staying connected. Poor power connector (loose) caused radio reboots.

Driver Station

Battery power running low or out altogether. Keep it charged!

Broken retention clips on Ethernet ports.

Driver Station elapsed time didn’t increase during a match and had field connection issues. It did increase when wired in the pits or in a (controlled-permitted) wireless test in the pits after the matches, but not using just their driver station on the field simulator. Reimaged their classmate to fix.
Driver Station PC firewall, multiple NICs active, manually set IP/netmask incorrectly, loose or broken Ethernet port, too much on (unpowered) USB hubs, anti-virus software blocking necessary services.
3rd party laptops had various and sundry issues. A lot related to manufacturer custom software, odd virtual networking services, and default settings that blocked or complicated communications.

100% of Driver Station CPU might control well when wired but had lag when wireless. Fixing the CPU usage addressed it, but it shows a limitation of wired testing.

Partial controls on the field.
USB failures can be solved by plugging directly into a laptop port, unplugging/re-plugging, using F1 to re-enumerate, on Setup tab drag to a different order then back again can get it recognized.
USB hubs not providing enough power to driver controllers. Failed occasionally, not all the time. Repatching and bypassing the hub during the match fixed the controls and showed where the problem was.
Xbox controller stopped responding, possibly too much power draw (it was a fancier lit one). Temporary replacement by another xbox controller (no bells/whistles) worked fine.

Laptop sleep and hibernation run the risk of some services not waking up properly, e.g., Cypress. Use shutdown or leave on constantly.
Tools

cRIO Imaging Tool - Timeout error due to various network interface configurations. Disable the wireless on the computer (occasionally wireless needed to be Enabled), turn off firewall, etc.
Wiring/Power Issues
General wiring issues, PWM cables not inserted correctly, low battery, poor connections, RSL plugged into PWM output, cables in wrong spots, 

Loose connections, breakouts not separately powered, incorrect wiring, devices plugged into wrong I/O, modules in wrong (last year’s) cRIO slots, bent cRIO module slot pins, reverse wiring of KOP 37-pin cable, 
Miswired cRIO (reversed polarity) and other components at other times.
Some 120a main breakers popped for unknown reasons. Could have been impact or just faulty.

12v vs. 24v to solenoids
Incorrect 24v connected to Analog Breakout and battery voltage readout will show a constant 17.73v.
Game Specific issues

Kinect use on the field was sensitive to the USB extender cable and connections. USB ports/hubs not providing enough power, new extender cables vs. older ones.
Kinect recognized, but no skeleton displayed. Usually a port or hub problem. Switching ports, forcing re-enumeration, and making sure the laptop was plugged in and not on battery (or low on battery) all helped at various times.

Kinect does not work if Cypress IO has been set to Enhanced Configuration, but the board is not connected. Choose Compatible for the configuration OR plug in the Cypress board.
Venue large LED displays and lights behind the visual targets caused some interference with the robot camera vision/target recognition systems.
Dashboard

Smart Dashboard has some issues that prevent proper operation. Camera must be set for anonymous viewing for the Smart Dashboard. Some camera settings such as fps did not work as expected.

+1 bug in default LabVIEW Dashboard reported values for the wrong Digital slot.

Inexperience

Teams running last year’s code, etc.

Teams showed up trying to run in debug without downloading field code

Otherwise forgot to deploy code

WPA key not set
Radio Ethernet not plugged into cRIO port.
Language specific issues

LabVIEW

Any and all error messages that an inordinate amount of CPU % to process. Eliminate all error messages.

Unconstrained loops suck up all CPU %.

Delays or waits in Teleop will cause laggy driver control response.

The drive motor safety requires constant feeding even if the values are not changing. This can unnecessarily consume large numbers of CPU cycles. Similarly, reduce the amount of duplicated work, e.g., calling up a device reference multiple times instead of feeding one call to multiple uses of it.

Camera Initialization

cRIO has comms, but user code locks up immediately (~25 Disabled.vi cycles) with the camera task taking top task queue priority and not relinquishing.

Undefined RefNum in Disable mode commonly caused by renaming the drive motors and missing the use of the old original name in the Disabled.vi.

“Cannot save a bad VI without its block diagram” when building the project. Fix by modifying the build settings/Additional Exclusion to uncheck the bottom checkbox that says Modify project library file after removing unused members

Java

Failure to check for end of Autonomous mode and running over into Teleop preventing driver controls from working. New command template doesn’t have this problem.

C++

Failure to check for end of Autonomous mode and running over into Teleop preventing driver controls from working. New command template doesn’t have this problem.

Incorrect .out specified, so new code wasn’t getting deployed

Run-time errors, e.g., unititialized pointers, cause robot code to crash right away.

Gathering analog input from the DS IO screen was unreliable. It sometimes returned null or did not terminate the string properly. Can cause user software failures on the robot if this exception isn’t handled.

Typical Diagnostics

Driver Station Charts during and post-match.

Driver Station Diagnostics messages & status lights

Robot Control System status lights 

Run a DS practice match in the pits to test mode transitions

FMS-lite for pit testing

Practice field for wireless testing

Netconsole (but not on the field-blocked port, or while NetBeans is operating-same port)
Robot Inspection

Bumpers, bumpers, bumpers

Oversize/overweight

Miswired radio power

